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SUMMARY

An implicit method is developed for solving the complete three-dimensional (3D) Navier–Stokes
equations. The algorithm is based upon a staggered �nite di�erence Crank-Nicholson scheme on a
Cartesian grid. A new top-layer pressure treatment and a partial cell bottom treatment are introduced so
that the 3D model is fully non-hydrostatic and is free of any hydrostatic assumption. A domain decom-
position method is used to segregate the resulting 3D matrix system into a series of two-dimensional
vertical plane problems, for each of which a block tri-diagonal system can be directly solved for
the unknown horizontal velocity. Numerical tests including linear standing waves, nonlinear sloshing
motions, and progressive wave interactions with uneven bottoms are performed. It is found that the
model is capable to simulate accurately a range of free-surface �ow problems using a very small num-
ber of vertical layers (e.g. two–four layers). The developed model is second-order accuracy in time and
space and is unconditionally stable; and it can be e�ectively used to model 3D surface wave motions.
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1. INTRODUCTION

Numerical modeling of three-dimensional (3D) free-surface �ows has become computationally
a�ordable nowadays. Hydrostatic models based upon the 3D Navier–Stokes equations (NSE)
are widely applied in riverine, estuarine, and coastal �ow simulations [1–4]. However, it is
well known that the hydrostatic pressure assumption is not valid in the cases of short surface
waves, strati�cations induced by strong density gradients, and �ows over abruptly changed
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bottom topographies where the e�ects of vertical acceleration become important. In addi-
tion, it is recognized that 3D hydrostatic models with open boundary conditions are ill
posed [5, 6].
In recent years e�orts have been focused on developing non-hydrostatic models. For

example, Casulli [7] proposed a semi-implicit, fractional step method by which intermediate
free-surface elevations and velocities are calculated during the hydrostatic step, and the non-
hydrostatic pressure correction is solved from the pressure Poisson equation (PPE). Following
the semi-implicit procedure, Mahadevan et al. [6] used a control volume method to develop a
meso-scale non-hydrostatic ocean model in a sigma co-ordinate. Chen [8] further introduced a
double predictor-corrector semi-implicit procedure to include the non-hydrostatic e�ects in the
�nal free-surface elevation. In a di�erent approach to the semi-implicit framework, Chorin [9]
suggested an explicit projection method that advances the projected intermediate velocities by
solving advection and di�usion terms explicitly at each time step, and corrects the projected
velocities after solving the PPE. Li and Fleming [10] further used the explicit McCormack
scheme to discretize the momentum equations in a sigma co-ordinate and solved the PPE
using a multigrid method. In their model, the total pressure is decomposed into hydrostatic
and non-hydrostatic components. Lin and Li [11] used the combination of a backward char-
acteristic method and the Lax–Wendro� scheme but adopted a non-staggered arrangement of
variables in the sigma co-ordinate without decomposing the total pressure. Recently a fully
implicit algorithm for solving the two-dimensional vertical plane (2DV) NSE with free-surface
boundary condition was proposed by Namin et al. [12]. Instead of solving the PPE, the
implicit algorithm forms a block tri-diagonal system with the unknown horizontal velocity so
that a direct matrix solver can be applied without any iteration. Yuan and Wu [13] further
extended the implicit NSE model to a sigma co-ordinate.
For free-surface �ows simulations, one of the main issues is to numerically express the mov-

ing boundary (air–water interface). Several methods have been successfully incorporated in the
NSE, e.g. the marker and cell (MAC) method [14], the volume of �uid (VOF) method [15],
and the arbitrary Lagrangian–Eulerian (ALE) method [16]. Generally speaking, these methods
are capable of dealing with complicated free surfaces (e.g. breaking waves), but their applica-
tions are limited by high computational expense and strict stability requirement. In geophysical
and environmental �ow applications, the free-surface elevation can be reasonably treated as
a single-valued function of horizontal position. Therefore, the free-surface elevation can be
calculated using either the free-surface equation or kinematic free-surface boundary condition.
While non-hydrostatic models of this kind cannot deal with steep-fronted or overturning free
surfaces, they e�ectively track the free surface motions at relatively small computational cost,
and have been widely applied [6–8, 10–12]. In addition, these models are developed under a
staggered grid framework [6–8, 10, 12]. As a result, applying the pressure boundary condition
at the free surface raises the di�culty in treating the cell-centered pressure at the top layer.
Some models [6, 10, 12, 17] assume a hydrostatic pressure distribution at the top layer along
with the whole solution procedure. Other models [7, 8, 18] introduce a corrected hydrostatic
relation at the top layer. Consequently a non-zero intermediate non-hydrostatic pressure is
�rst obtained at the top layer, and then used to correct the �nal free-surface elevation. Nev-
ertheless, the role of the top-layer non-hydrostatic pressure is still not well represented while
solving the PPE at each time step. Therefore, as indicated by Stelling and Zijlema [19], a suf-
�ciently large number of vertical grid points, about 10–20, is usually required in models with
either a hydrostatic pressure assumption or hydrostatic relation at the top layer for simulating
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non-hydrostatic free-surface �ows, especially for describing wave dispersion characteristics up
to an acceptable level of accuracy.
To address the above issue, Stelling and Zijlema [19] proposed the Keller-box method to

replace the staggered grid in the vertical direction, which enables the pressure to be located at
the cell faces rather than the cell centers. The pressure boundary condition at the free surface
can be exactly assigned to zero without any approximation. Using a very small number of
vertical layers (e.g. in the order of 1–3), their model can accurately predicts free-surface �ows,
suggesting that accurate treatment of the top-layer pressure o�ers a means of decreasing
the vertical grid number for the model. Yuan and Wu [13] proposed an integral method,
di�erent to the Keller-box scheme, to remove the top-layer hydrostatic assumption under a
staggered grid framework. In their model, the vertical momentum equation is integrated from
the center of the top layer to the moving free surface. The top-layer pressure is implicitly
expressed as a function of the free-surface elevation (hydrostatic pressure component) and the
vertical acceleration (non-hydrostatic pressure component). The model results show that the
inclusion of top-layer non-hydrostatic pressure signi�cantly reduces phase errors for simulating
dispersive waves.
To simulate 3D non-hydrostatic �ows, the computational cost is a critical issue due to a

large size of the resulting matrix system. For models involving a PPE, iterative algorithms
(e.g. conjugate and=or biconjugate gradient methods) are commonly used to solve the multi-
diagonal matrix system (e.g. seven-diagonal system in the Cartesian model [7] and nineteen-
diagonal system in the sigma model [11]). Many e�orts have been paid to save computa-
tional cost by using multi-grid methods to reduce iterations [10] or applying the Keller-box
scheme to decrease the number of vertical layers in the computational domain [19]. On the
other hand, the extension of the 2DV implicit method proposed by Namin et al. [12] and
Yuan and Wu [13] to 3D applications becomes challenging since the resulting matrix system
for horizontal velocities is neither diagonal nor block-banded. Directly solving the matrix is
computationally expensive. A new algorithm with an a�ordable computational cost is highly
desired.
In this paper, an implicit algorithm for solving the complete 3D NSE in the free-surface

�ows is presented. To address the computational cost, a new top-layer pressure treatment on a
Cartesian co-ordinate that accounts for the non-hydrostatic pressure is developed. The model
is discretized following the Crank–Nicolson scheme (CNS) with a second order accuracy in
both time and space. A partial cell method [20] is adopted to represent the bottom topogra-
phy in a Cartesian framework. To solve the resulting 3D matrix system, we decompose the
3D system into a series of 2DV problems, for each of which a block tri-diagonal system is
arranged with the unknown horizontal velocity. The algorithm simultaneously solves �ow-
�eld components (i.e. the pressure, velocity, and free-surface elevation) at each time step.
Since the domain decomposition is identical in two horizontal directions and each 2DV prob-
lem is independent, the algorithm is potentially suitable for parallel computations. Section
2 presents the mathematical formulation with boundary conditions. The numerical method
is described in Section 3. In Section 4, the model is validated against four examples,
including linear 3D standing waves in a closed basin, �nite amplitude sloshing motions,
wave propagation over a submerged bar, and 3D wave transformation over an elliptic shoal
on a sloped bottom. Numerical results are compared to either analytical solutions or ex-
perimental data to demonstrate the capability, accuracy, and e�ciency of the
model.
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2. MATHEMATICAL FOMULATION

The governing equations for simulating free-surface �ows are the unsteady, incompress-
ible, 3D NSE in a Cartesian co-ordinate (x; y; z) with time t. Figure 1 shows the physical
domain bounded by the moving free surface, z = �(x; y; t), and the bottom, z=−h(x; y). The
corresponding continuity and momentum equations are
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where u(x; y; z; t), v(x; y; z; t), and w(x; y; z; t) are the velocity components in the horizontal x,
y, and vertical z directions, respectively; the normalized pressure P is de�ned as the pressure
divided by the constant water density; g is the gravitational acceleration; and �x, �y, and �z
are constant eddy viscosities in the x; y, and z directions, respectively.
Since the bottom surface may not be regular, the kinematic boundary condition at the

impermeable bottom is
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Similarly, the kinematic boundary condition at the moving free surface is
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Integrating the continuity equation (1) over the water depth and applying the Leibniz’s rule
with the kinematic boundary conditions (5) and (6) gives the free-surface equation
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At the free surface, the continuity of tangential and normal stresses is enforced. In the
case of no wind e�ect, the tangential stresses are zero. A Dirichlet boundary condition
for the total pressure is speci�ed at the free surface, i.e. P=Pa, in which Pa is the atmo-
spheric pressure (set as zero here). For solid walls, the impermeability condition is speci�ed,
i.e. velocity normal to the wall is zero. A no-slip boundary condition is used for viscous �ows.
If viscosity is set to zero, a null gradient condition for the tangential velocity components is
applied.
For wave propagation simulations, proper in�ow and out�ow boundary conditions are

essential. At in�ow, the velocity components are speci�ed from either analytical solutions
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Figure 1. A Cartesian grid system: (a) a sketch of the computational domain;
and (b) staggered arrangements of variables in stencils.

or laboratory conditions. At out�ow, a combination of a sponge layer technique [14] and a
Sommerfeld-type radiation boundary condition is applied to minimize wave re�ection. For
the sponge layer, the arti�cial damping terms are added to the right-hand side of horizontal
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momentum equations (2) and (3), respectively, i.e.

[
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)2 (
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)]
u; x¿x0 (8a)
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where x0 and y0 denote the starting point of the damping zone; lx and ly are the length of
the sponge layer at the x and y directions, respectively; zb and zf represent the bottom and
the free surface, respectively; and the damping strength parameter, �, determines the damping
rate, being adjustable for particular problems. Outside the sponge layer, i.e. x¡x0 and y¡y0,
the damping term is set to be zero. At the end of the sponge layer, the Sommerfeld-type
radiation condition

@�
@t
+ c cos(�)

@�
@x
+ c sin(�)

@�
@y
=0 (9)

is used further to enhance wave absorption. In Equation (9), � is the angle between the
normal direction of the boundary and the direction of the propagating wave; c is the wave
celerity; and � can be �, u, v, or w.

3. NUMERICAL METHOD

In this paper, a staggered �nite di�erence grid is chosen to solve the governing equations under
a Cartesian framework. The computational domain is discretized by N1, N2, and N3 cells in the
x, y, and z directions, and the grid indexes i, j, and k are also introduced, respectively. The
cell center is denoted by (i; j; k) and the cell faces are marked by (i+1=2; j; k), (i; j+1=2; k),
and (i; j; k + 1=2). The pressure and free-surface elevation are de�ned in the center of the
cell, while the velocity components are located at the faces as shown in Figure 1(a) and (b).
In the horizontal direction a uniform grid interval, i.e. �xi=�x and �yi=�y, is used. In
the vertical direction, the computational domain is �rst divided by N3 layers. For the interior
layers, denoted by k= kbt + 1; : : : ; N3 − 1 (kbt is the index of the bottom layer), the actual
vertical cell size is uniform, i.e. �zk =�z. The bottom-layer cell size, �zkbt , can be varied
and is de�ned as the distance between the real bottom and the top of the bottom layer, i.e.
�zkbt =�zkbt (x; y). The top-layer cell size,

�zN3 (x; y; t)=�z + �(x; y; t) (10)

is allowed to vary with respect to both the horizontal locations and time.
From the above discretization the computational domain is vertically bounded by the bottom

layer, k= kbt, and the top layer, k=N3. For an irregular bottom, kbt can vary at di�erent
horizontal locations and is not necessarily equal to 1. A ‘�ag’ strategy is used, allowing the
computational domain to always start from k=1. For the non-�uid cells, i.e. the cells below
the bottom cell (16k¡kbt), an insulating condition is applied. The k index of the top layer
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is always equal to N3, a constant number with respect to both the horizontal position and
time. The rest of the cells are the �uid cells (kbt6k6N3). The ‘�ag’ strategy not only marks
the irregular bottom positions, but also e�ectively keeps track with the size of the resulting
linear system. If two layers are chosen in the vertical direction for model simulations, only
the bottom layer (with the cell size of �zkbt ) and the top layer (with the cell size of �zN3)
remain.

3.1. General discretization

Using the CNS, a second order trapezoid rule is applied for the temporal discretization of
the governing equations. The governing equations (1)–(4) take the following CNS discretized
forms: (
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where i=1; : : : ; N1 − 1, j=1; : : : ; N2, and k=1; : : : ; N3;
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where i=1; : : : ; N1, j=1; : : : ; N2 − 1, andr k=1; : : : ; N3; and
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where i=1; : : : ; N1, j=1; : : : ; N2, and k=1; : : : ; N3−1. Similarly, the free-surface equation (7)
is discretized as
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where i=1; : : : ; N1, j=1; : : : ; N2. In Equations (11)–(15), �t is the time step; the superscript
n represents the nth time step; and the implicit weighting factor � is set to be 0.5 for the
CNS. The non-linear advection terms in Equations (12)–(14) are linearized following the
procedure of Reference [21] to achieve a second-order temporal accuracy, e.g.
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Other non-linear advection terms share the same linearization procedure as Equation (16).
A central di�erence scheme is used for all spatial discretizations, e.g.
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To obtain a unique solution of the discretized governing equations, di�erent boundary con-
ditions are needed. Special numerical treatments are also required to implement the boundary
conditions at both the irregular bottom layer, k= kbt, and the top-layer, k=N3. Details of the
treatments are discussed in the following sections.
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3.2. Bottom treatment

To simulate �ows over irregular bottoms, both a z-level co-ordinate and a sigma co-ordinate
are commonly used. The sigma-co-ordinate models [1, 6] are capable to follow complicated
topographies but issues of large pressure gradient errors and increased numerical di�usions in
steep slope regions need to be carefully addressed [22, 23]. The treatment of wetting and drying
in shallow water areas using the sigma transformation is also challenging. In contrast, the z-
level models alleviate these issues, and allow a varying number of grid points in the vertical
direction depending on the water depth [20, 24]. As a result, a partial cell staircase shape and
a piece-wise linear treatment [24, 25] have been successfully applied to hydrostatic models.
Results show that both methods can simulate accurately the �ow over irregular bathymetries.
In addition, the partial cell method can be readily implemented in most existing models.
In this paper, we use a partial cell approach [20] to delineate bathymetries. This method

represents topographies without the need of unduly high vertical resolutions. Figure 1(b)
shows an example of a partial cell in the x–z plane. The kinematic boundary condition of
Equation (5) therefore results in a zero vertical velocity at the impermeable bottom. Note
that the thickness of each bottom cell can be di�erent. The grid points within the bottom
layer are not necessarily at the same z level. A linear interpolation is used to calculate the
horizontal gradients (horizontal gradients of pressure and=or velocities) at the position marked
as a closed circle. The pressure gradient in the horizontal x direction involving bottom cell is
discretized as
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where k is the k index of the bottom cells, i.e. k= kbt(i; j) or k= kbt(i + 1; j); and P′
k is

obtained from a linear interpolation of Pk and Pk+1. For the y − z plane with the pressure
gradient along the y direction, a similar procedure is applied and not shown here.

3.3. Top-layer pressure treatment

The issue of using of the hydrostatic assumption at the top layer under a staggered grid
framework has been recognized [7, 18, 19]. In this paper, we further extend the non-hydrostatic
top-layer treatment method proposed by Yuan and Wu [13] to the Cartesian co-ordinate. The
method is to explicitly express the top-layer pressure by the hydrostatic pressure component
and vertical acceleration. To achieve this purpose, the vertical momentum equation (4) is
integrated from the centre of top layer, z = z∗, to the free surface, z= �. Using the Leibniz’s
rule, specifying the free-surface pressure condition (P=Pa=0), and applying the kinematic
free-surface boundary condition (6) give
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Since z∗ is a function of the moving free-surface elevation, i.e. z∗=(�−�z)=2,
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Equation (19) algebraically represents the top-layer pressure in terms of the hydrostatic com-
ponent, resulting in the free-surface elevation (the �rst term at the right-hand side), and the
non-hydrostatic component, contributed by the vertical acceleration (all remaining terms at
the right-hand side). This treatment accounts for the non-hydrostatic pressure at the top layer,
consistent with the non-hydrostatic calculations at other layers.
Following the CNS, Equation (19) is approximated by

�Pn+1i; j; N3 + (1− �)Pni; j;N3 = �g
�z + �n+1i; j

2
+ (1− �)g �z + �

n
i; j

2
+
�z + �ni; j

2
wn+1i; j; N3 − wni; j;N3

�t

+wni; j;N3
�n+1i; j − �ni; j
�t

+
�ni; j +�z

2

[
@(uw)
@x

]n
i; j; N3

+ (uw)ni; j; N3

(
@�
@x

)n
i; j

+
�ni; j +�z

2

[
@(vw)
@y

]n
i; j; N3

+ (vw)ni; j; N3

(
@�
@y

)n
i; j

− (w2)ni; j; N3 (20)

where the implicit weighting factor, �, is taken as 0.5. The cell size, �zN3 , is a function of
both the horizontal positions and time, so is the centre of the top layer, z= z∗. Therefore,
special treatments are needed to calculate the horizontal pressure gradients in Equations (12)
and (13). Here we employ a similar method to that for the bottom layer cells. For example,
the pressure gradient in the horizontal x direction is evaluated as

(
@P
@x

)
i+1=2;j;N3

=



Pi+1;j;N3 − P′

i; j;N3

�x
(�zni; j;N3¿�z

n
i+1;j;N3)

P′
i+1;j;N3 − Pi; j;N3

�x
(�zni; j;N3¡�z

n
i+1;j;N3)

(21)

where �znN3 represents the cell size of the top layer cells at nth time; and P
′
N3 is interpolated

from PN3 and PN3−1.

3.4. Description of the algorithm

The above numerical discretization of the governing equations together with the bottom and
top-layer treatments has established implicit relations among the unknown variables. The
remaining tasks are to eliminate the vertical velocity, wn+1, and pressure, Pn+1, so that a
system with the unknown horizontal velocities, i.e. un+1 and vn+1, can be obtained. Detailed
description of the procedure is given below.
First, using the bottom kinematic boundary condition (5), the continuity equation (11) can

be rearranged in the following manner:

wn+1i; j; k+1=2 = [Fw(u
n+1; vn+1)]i; j; k+1=2 (22)
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where Fw represents a linear operator. Likewise, the free-surface equation (15) and top-layer
pressure equation (20) are expressed as

�n+1i; j = [F�(un+1; vn+1)]i; j (23)

Pn+1i; j; N3 = [FPtop (w
n+1; �n+1)]i; j; N3 (24)

where F� and FPtop are both linear operators. Substituting Equations (22) and (23) into
Equation (24) to eliminate wn+1 and �n+1 gives the top-layer pressure as a linear function of
un+1 and vn+1.
Secondly, for layers below the top one, the vertical momentum equation (14) is written as

Pn+1i; j; k =P
n+1
i; j; k+1 + [FPbelow (u

n+1; vn+1; wn+1)]i; j; k+1=2 (25)

where k=1; : : : ; N3 − 1, and FPbelow is also a linear operator. By substituting Equation (22)
into Equation (25), the pressure in the kth layer, Pn+1i; j; k , can be evaluated in terms of the
pressure in the layer above the kth layer, Pn+1i; j; k+1, and a linear function of u

n+1 and vn+1.
Furthermore, using Equation (24) and starting from k=N3 − 1 in Equation (25), Pn+1i; j; k is
sequentially expressed as a function of the horizontal velocities, i.e.

Pn+1i; j; k =[FP(u
n+1; vn+1)]i; j; k (26)

where k=1; : : : ; N3, and FP represents a linear operator.
Finally, the horizontal momentum equations (12) and (13) are arranged as

[Fu(un+1; vn+1; wn+1; Pn+1)]i+1=2; j; k = 0 (27a)

[Fv(un+1; vn+1; wn+1; Pn+1)]i; j+1=2; k = 0 (27b)

where Fu and Fv both represent linear operators for the momentum equations in the x and y
equation, respectively. Substituting Equations (22) and (26) into Equation (27a) and (27b) to
eliminate wn+1 and Pn+1 yields the following matrix system:[

Auu Auv

Avu Avv

]n
×

[
u

v

]n+1
=

[
bu

bv

]n
(28)

where Anuu, Anuv, Anvu, and Anvv are the block coe�cient matrices with the dimension of
(N3N1N2)× (N3N1N2); [un+1; vn+1]T represents the unknown vector of horizontal velocities;
and [bnu; bnv]T is a known vector. Because the matrix is neither diagonal nor block-banded,
directly solving the matrix system (28) is expensive [26].

3.5. Matrix arrangements and the solving method

A domain decomposition method is used to solve the matrix system (28). The original 3D
system is decomposed into a series of 2DV sub-systems by treating certain nonlinear advection
terms and di�usion terms in Equations (11)–(15) (e.g. terms involving the y direction in the
x–z plane) as explicit intermediate values. As a result, the explicitly treated terms (denoted
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by the superscript n + 1 in Equation (28)) are replaced by intermediate values (denoted by
superscript n+∗), and moved to the right-hand side. After this rearrangement, Auu and Avv in
Equation (28) become block diagonal matrices, and Auv and Avu become null. The rearranged
system is rewritten as



Au1
. . . 0

AuN2

Av1

0
. . .

AvN1




n+∗

×




u1
...

uN2

v1
...
vN1




n+1

=




bu1
...

buN2

bv1
...

bvN1




n+∗

(29)

where each An+∗
uj is a 2D sub-block matrix, with the dimension of (N3N1)× (N3N1), corre-

sponding to the unknown vector, un+1j , with the dimension of (N3N1)× 1, in the x–z plane.
Similarly, each An+∗

vi is a 2D sub-block matrix, with the dimension of (N3N2)× (N3N2), cor-
responding to the unknown vector, vn+1i , with the dimension of (N3N2)× 1, in the y–z plane.
The vectors, bn+∗

ui and bn+∗
vj , are the known values including the previous time (denoted by

the superscript n) and intermediate time, n+ ∗ (denoted by the superscript n+ ∗).
The matrix system (29) can be expressed as each sub-block matrix

An+∗
uj × un+1j = bn+∗

uj (30a)

for the horizontal velocity u in each x–z plane (j= 1; : : : ;N2), and

An+∗
vi × vn+1i = bn+∗

vi (30b)

for the horizontal velocity v in each y–z plane (i= 1; : : : ;N1). Equations (30a) can be further
rewritten as

Ln+∗
i; j ×Un+1

i−1=2; j +M
n+∗
i; j ×Un+1

i+1=2; j +R
n+∗
i; j ×Un+1

i+3=2; j= d
n+∗
i; j (31)

where Ln+∗
i; j , M

n+∗
i; j , and R

n+∗
i; j , with the dimension of N3 ×N3, are components of the 2DV sub-

block tri-diagonal matrix, An+∗
uj ; U

n+1
i−1=2; j, U

n+1
i+1=2; j, and U

n+1
i+3=3; j, with the dimension of N3 × 1,

are unknown column vectors corresponding to the un+1j . The matrix system (31) has the only
unknown of un+1, which can be solved by a direct solver, e.g. the double-sweep method
[27]. In addition, it is worthwhile to mention that the block coe�cient matrices in Equation
(31) have the dimension of N3 ×N3, which is only determined by the number of vertical
layers. Decreasing vertical layers can reduce the size of block matrices, which is a potential
way to improve computational e�ciency. A similar procedure can also be applied to solve the
horizontal velocity component, vn+1i , for each �xed index i= 1; 2, or N1 in the y–z plane, which
is not given here. Finally, an iteration procedure is applied to have the known intermediate
values, denoted by n+∗, converge to the unknown advanced ones, denoted by n+1, converge
to the known intermediate ones, denoted by n+ ∗.
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The overall algorithm can be summarized below.

1. Initialize the computation domain and update the boundary conditions.
2. Set un+∗= un, and vn+∗= vn.
3. Arrange the block tri-diagonal matrix system in each vertical plane, i.e. solve Equations
30(a) and 30(b) for un+1 and vn+1.

4. If |un+1 − un+∗|¡” and |vn+1 − vn+∗|¡”, where ” is an acceptable convergence criterion,
go to step 5. Otherwise, update un+∗= un+1 and vn+∗= vn+1, and go to step 3.

5. Calculate the vertical velocity wn+1, free-surface elevation �n+1, and pressure Pn+1 from
Equations (22), (23), and (26), respectively.

6. Advance to the next time step by replacing the nth value by the (n+1)th value, and go
back to step 1.

4. NUMERICAL EXPERIMENTS

The model is tested using the following four examples: (1) linear 3D standing waves in a
closed basin, (2) �nite amplitude sloshing motions, (3) wave propagation over a bar, and
(4) wave transformation over an elliptic shoal on a sloped bottom. The viscosity is set to
zero here. In the �rst example, model results using di�erent numbers of vertical layers are
compared with analytical solutions. The computational cost with di�erent vertical resolutions
is also addressed. The second example tests the capability of the model to simulate �nite-
amplitude waves, in which four vertical layers are shown to achieve a good agreement between
numerical results and second-order analytical solutions. For the last two examples, two vertical
layers are employed to demonstrate the model’s ability to resolve short wave propagation over
uneven bottoms for which experimental data are available.

4.1. Linear 3D standing waves in a closed basin

This example examines the model’s capability for simulating 3D linear waves. A closed basin
has length L=10m and width W =10m. The undisturbed water level is h=10m. The wave
amplitude, A, is set to 0:1 m, 1% of the water depth. Figure 2 shows the speci�ed initial
free-surface elevation

�(x; y; t=0)=A cos(kxx) cos(kyy) cos
(
2�
T
t
)

(32)

where T is the wave period; kx and ky are wave numbers of the �rst sloshing mode in the x
and y directions, respectively, i.e. kx=�=L and ky=�=W . Based upon the dispersion relation

[28], the total wave number k=
√
k2x + k2y =0:44 rad=m and the corresponding wave period

T =3:01s. Since the wave steepness is su�ciently small, i.e. Ak=0:1×√
2�=10=0:044, linear

wave theory [28] gives a satisfactory approximation of the orbital velocities

u=
Agkx
!

cosh[k(h+ z)]
cosh(kh)

sin(kxx) cos(kyy) sin(!t) (33a)
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Figure 2. The initial free-surface pro�le for a linear 3D standing wave oscillation in a closed basin.

v=
Agky
!

cosh[k(h+ z)]
cosh(kh)

cos(kxx) sin(kyy) sin(!t) (33b)

w=−Agk
!
sinh[k(h+ z)]
cosh(kh)

cos(kxx) cos(kyy) sin(!t) (33c)

The computational domain is discretized by a set of horizontally uniform 20× 20 grids.
In the vertical z direction di�erent grid sizes are used. For all calculations, the time step
is taken as 0:05 s. Figure 3(a)–3(c) compares the free-surface elevation of analytical solu-
tions with those of the three di�erent models using 20 vertical layers. The hydrostatic model
(i.e. only the pressure and gravity terms in Equation (4) and the �rst term in Equation (19)
are used) fails to calculate the wave period; the calculated amplitude continues to slightly
grow since the hydrostatic model does not consider the dispersion e�ect but include the non-
linear steepening characteristic. Similar results have been reported in other study [8]. In the
case of the non-hydrostatic model with the hydrostatic pressure assumption at the top layer
(i.e. only the �rst term in Equation (19) is considered), the wave amplitude is well simulated
but the accumulated phase error becomes signi�cant after several wave periods. In contrast, the
fully non-hydrostatic model accurately predicts both the amplitude and phase of the wave. To
further demonstrate the capability of the fully non-hydrostatic model, we use only two vertical
layers (i.e. N3 = 2) to run the case. Figure 3(d) shows that the calculated free-surface ele-
vation is in excellent agreement with the analytical solutions. The results are consistent with
those from the two-layer Stelling and Zijlema’s model [19] using the Keller-box scheme.
Figure 4(a)–4(c) shows the calculated u, v, and w velocity pro�les between at di�erent
times. One can see that excellent agreement with analytical solutions has been achieved using
only two vertical layers in the model.
As mentioned in Section 3.5, solving 3D problems involves an iteration procedure. A

convergence criterion, ”, is chosen as 0.001 of expected maximum velocities, umax and vmax.
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Figure 3. Comparisons of the free-surface elevation at (x; y)= (0:25, 0:25 m) between analyti-
cal solutions (solid lines) and numerical results (circles) from di�erent models: (a) hydrostatic
model; (b) non-hydrostatic model with hydrostatic pressure representation at top-layer cells; (c) fully

non-hydrostatic model; and (d) fully non-hydrostatic model with two vertical layers.

Through numerical tests, an average of 3.2 iterations is needed to achieve to a converged
solution. The iterations and CPU times needed for using di�erent layers are summarized in
Table I. It is found that using two vertical layers drastically saves the computational cost (as
discussed in Section 3.5).
To further check grid convergence and accuracy, a grid convergence index (GCI) proposed

by Roache [29] is applied. First a coarser resolution, i.e. 20× 20 horizontal grids, 2 vertical
layers, and a time step of 0:05 sec, is chosen. The computed free-surface elevation using the
coarse grid is shown in Figure 3(d). Then a �ner resolution, i.e. 40× 40 horizontal grids,
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Figure 4. Comparisons of the (u; v; w) velocity pro�les between analytical solutions
(solid lines) and numerical results of 20-layer (circles) and 2-layer (triangles) at the

position (x; y)= (2:25, 2:25 m) at di�erent times.

Table I. Comparison of CPU time for 3D standing wave oscillation in a closed basin.

Averaged iterations Averaged CPU
No. of vertical Total grid No. Time step of one time step time∗ of
layers (x× y× z) (�t) calculation one time step calculation

40 20× 20× 40 3.1 29:77 s
20 20× 20× 20 3.2 8:97 s

0:05 s
10 20× 20× 10 3.2 1:83 s
2 20× 20× 2 3.5 0:17 s

∗ CPU time is recorded using a PC with Intel Pentium 4 CPU 2:00 GHz.
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4 vertical layers, and a 0.025 time step, is used to obtain the �ne grid solution. The GCI for
the �ne grid solution (GCI�ne) is de�ned as

GCI�ne =
3|e|
rp − 1 (34)

where e=(max[(�coarse− ��ne)i; j])=max[(��ne)i; j], in which �coarse and ��ne represent the calcu-
lated free-surface elevations using coarse and �ne resolutions, respectively; (i; j) denotes the
horizontal location at (x; y)= (0:25m; 0:25m) and ��ne is interpolated to the same horizontal
location as that of �coarse for comparison; r=2 is the grid re�nement ratio for a grid dou-
bling; and p is the order of convergence of a numerical scheme. Following the suggestion by
Roache [29], the more conservative value of p=1 should be used for a reporting purpose.
For unsteady problem, a representative time t=5T is selected here. Equation (34) gives a
GCI�ne = 0:90%, indicating the computation is within the asymptotic range and the solution
is well converged. We further examine the grid convergence in the z-direction (GCI�ne z) by
using a �ner resolution (20-layer) and a coarser resolution (2-layer), as shown in Figures 3(c)
and 3(d). In this case, the grid re�nement ratio r=10 and the calculated GCI�ne z=0:96%,
indicating the model using two vertical layers is su�ciently resolve free-surface elevations.

4.2. Finite amplitude sloshing motions

This example considers �nite-amplitude deep-water sloshing motions in a 2DV rectangular
basin. The basin has a length of l=20m and a still water depth of h=10m. For the second
sloshing mode, the �rst-order free-surface elevation can be obtained from linear wave theory
[28], i.e.

�(x; t)=A cos(k2x) cos(!2t) (35)

where A is wave amplitude, x is the horizontal distance measured from the left side of
the basin, k2 = 2�=l, and !2 =

√
gk2 tanh(k2h). Two �nite wave amplitudes, i.e. A1 = 0:5

and A2 = 1:0 m, are chosen in this example. The corresponding wave steepness, i.e. A1k2 =
0:5× 2�=20=0:157 and A2k2 = 1× 2�=20=0:314 are both too large for the �rst-order solu-
tion to hold. Using the perturbation technique described in Reference [30], the second-order
analytical solution is

�(x; t) = A
(
cos(k2x) cos(!2t) +

A!22
g

(
1
8
!42 + g

2k22
!42

+
(
1
8
!42 − g2k22
!42

− 3
2

!42 − g2k22
!22(4!

2
2 −!24)

)
cos(2!2t)

+
1
2
!22!

4
4 −!42 − 3g2k22
!22(4!

2
2 −!24)

cos(!4t)
)
cos(2k2x)

)
(36)

where k4 = 4�=l and !4 =
√
gk4 tanh(k4h).

In model calculation, the initial free-surface pro�le is prescribed by setting t=0 in
Equation (35) and a null velocity �eld is speci�ed. The domain is discretized by 40 hor-
izontal uniform grids and four vertical layers. The time step is 0:05 s. A comparison of the
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Figure 5. Comparisons of the time series �nite amplitude sloshing motions at x= l=2 for the �rst-order
analytical solutions (dashed lines) and the second-order solution (solid lines), and numerical results

(circles): (a) A=0:5 m; and (b) A=1:0 m.

free-surface elevations at the middle of the basin, i.e. x= l=2; among the model result, �rst-
order analytical solution, and second-order analytical solution is shown in Figure 5. In the
case of moderate wave steepness, Figure 5(a) shows that the model predicts a higher wave
crest and a lower wave trough than those in the �rst order analytical solution but is in excel-
lent agreement with the second-order solution, indicating the model’s capability to simulate
nonlinear waves. For the larger wave steepness, Figure 5(b) shows good agreements between
model results and the second-order solution except for wave crests and troughs, in which the
noticeable discrepancies are also reported from other studies [31–34]. Figure 6 further shows
that the predicted moderate and steep spatial wave pro�les across the tank at di�erent times
are very similar to the second-order solutions. As the wave becomes steeper, dispersive ef-
fects are more pronounced at the nodes, i.e. x=5 and 15m, consistent with those reported by
Chern et al. [32] and Turnbull et al. [33].
Finally, it is recognized that a su�ciently large number of vertical layers is needed to model

accurately large-amplitude dispersive waves. For instance, at least 40–120 vertical layers are
needed in several models [8, 31–34]. In contrast, our model uses only four vertical layers,
one order of magnitude smaller than those models, to achieve comparable accuracy. In other
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Figure 6. Comparisons of the spatial pro�le of the �nite amplitude sloshing
motions between the second-order analytical solutions (solid lines) and numerical

results (circles) at three di�erent times: (a) A=0:5 m; and (b) A=1:0 m.

words, using only a small number of vertical layers, the non-hydrostatic model with the new
top-layer pressure treatment in this paper is capable of simulating nonlinear free surface waves.

4.3. Wave propagation over a submerged bar

In order to examine the capability of the model to simulate waves interacting with uneven
bottoms, we investigate a regular wave train traveling over a submerged bar, which has been
experimentally and numerically studied by Beji and Battjes [35], Casulli [7], Li and Fleming
[10], Lin and Li [11], Chen [8], and Stelling and Zijlema [19]. It has been found that the
shoaling would occur when the wave train passes over the upward slope. The nonlinearity
would generate signi�cant higher harmonics that travel phase-locked to the primary wave.
Previous numerical tests also showed that the hydrostatic model gives a totally unrealistic
prediction of the free-surface elevation in comparison with experimental data [8].
In this test, the numerical results are compared to the experimental data from Beji and

Battijes [35]. The geometry used in numerical calculation is depicted in Figure 7. The
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Figure 7. Sketch of the geometry for periodic wave propagation over a submerged bar.

computation domain has a total length of 30m and the undisturbed mean water level of 0:4m.
An incident wave train with a wave height, H0 = 2 cm, and a wave period, T0 = 2:0 s, is pre-
scribed at the in�ow boundary. As indicated by Beji and Battjes [35], the beach at the down-
stream in their physical experimental setup only served for absorbing waves. Therefore apply-
ing numerical treatments to replace the physical beach downstream can minimize wave re�ec-
tion. In this study we replace the physical beach by a 5m sponge layer with a Sommerfeld-type
radiation boundary for the out�ow boundary. Similar treatments can be found in other numer-
ical models [10, 11, 19, 36]. To discretize the computational domain, 1200 constant horizontal
grids and only two vertical layers are chosen. The grid size of the top-layer cells, �zN3 , is
set to 0:08m, resulting in the bottom cell size, �zbt = 0:02 ∼ 0:32m. The time step is taken
as 0:01 s.
Comparisons of the free-surface elevation at the six measured locations between numerical

results and experimental data are plotted in Figure 8. The model correctly simulates the
shoaling phenomenon at location 2 and the wave riding over the bar at location 3. The
secondary wave mode at locations 4 and 5 is also well predicted. In addition, the model is
capable to resolve the dispersion for the higher-frequency components occurring behind the
bar at locations 6 and 7. The overall excellent agreements indicate that model’s capability to
simulate complex interactions between short waves and uneven bottoms.
Note that previous studies indicate that models applying either a hydrostatic pressure

assumption or a hydrostatic relation at the top layer require approximately at least 10–20 ver-
tical layers to simulate properly free-surface elevations over uneven bottoms [7, 8, 10, 11, 17].
Contrary to this, Stelling and Zijlema [19] found that the Keller-box scheme based non-
hydrostatic model with two layers correctly resolves short waves. Similarly, our non-hydrostatic
model with the top-layer non-hydrostatic pressure treatment can achieve accurate results
using only two vertical layers. Speci�cally, the top-layer treatment is within a staggered grid
framework and can be readily implemented to most existing models.
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Figure 8. Comparisons of the free-surface elevation between numerical
results (solid lines) and experimental data (circles) at six wave gauge

locations for a periodic wave propagation over a submerged bar.

4.4. Wave transformation over an elliptic shoal on a sloped bottom

The last example is to test the capability of our model for simulating refraction and di�raction
caused by wave propagation over a 3D uneven bottom. We compare the numerical results
with experimental data from Berkho� et al. [37], in which monochromatic wave propagation
over an elliptic shoal on a sloped plane were considered.
Figure 9 shows the bathymetry that corresponds to the experimental setup. The incoming

wave with a wave height H0 = 4:64cm and a wave period, T0 = 1:0s is speci�ed at the in�ow
boundary based on linear wave theory. At the out�ow, a sponge layer coupled with a radiation
boundary is employed to minimize wave re�ection. A re�ecting wall condition is assigned
at both lateral boundaries. In the horizontal plane, the grid spacing is set to �x=0:1 and
�y=0:05m. The vertical grid size of the top-layer cells, �zNj , is set to 0:08m, which leads
to the bottom cell size, �zbt, ranging from 0.02 to 0:37m. The total grids in computation are
therefore 200× 600× 2. The time step is taken as 0:01 s and the total simulation time is up
to 34 s.
Figure 10 shows the comparison of relative wave height at eight sections between the

numerical results and experimental data. The predicted wave amplitude is obtained by
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Figure 9. Bottom con�guration for periodic wave propagation over an elliptic shoal, corresponding to
the experimental setup of Berkho� et al. [37].

averaging over four wave periods (i.e. from t=30 to 34s) once a steady solution is achieved.
In section 1 where waves have propagated over half of the elliptic shoal, the model satis-
factorily predicts shoaling e�ects. In section 2, minor discrepancy of the wave height along
the x direction is predicted, consistent with the results from other studies [10, 38]. The fo-
cusing e�ect of the shoal is well predicted in sections 3, 4, and 5 where the maximum wave
amplitude ampli�cation factor is 2.2, 2.0 and 1.7, respectively. In sections 6, 7, and 8 along
the y direction, the model results are generally close to the experimental data. Similar re-
sults have been obtained from Li and Fleming [10] using 11 vertical layers, and Stelling and
Zijlema [19] using two vertical layers. Overall, the comparisons between the present model
using only two vertical layers and experimental data are satisfactory, indicating the model’s
capability to resolve the nonlinear e�ects of wave refraction and di�raction over a 3D irregular
bottom.

5. CONCLUSIONS

In this paper, we present an implicit, 3D, fully non-hydrostatic model. Speci�cally the new
treatment of the non-hydrostatic pressure at the top layer makes the model free of any
hydrostatic pressure assumption. The 3D NSE is discretized by the staggered Crank–Nicholson
scheme, which gives the model a second-order accuracy. The resulting system with the
unknown of horizontal velocities is solved by a decomposition method that involves an
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Figure 10. Comparisons of relative wave heights for periodic wave propagation over an elliptic shoal
between numerical results (solid lines) and experimental data (circles) at eight sections.

iteration procedure. The implicit discretization enables the model to simultaneously solve all
�ow-�eld components (u; v; w; P, and �) at each time step.
The model can simulate complicated free-surface �ow problems with a very small number of

vertical layers. Numerical tests have shown that using only two layers the model is capable to
simulate accurately the linear dispersive wave in Example 1, nonlinear waves interacting with
uneven bottoms in Example 3, and wave refraction and di�raction in Example 4. For waves
with higher steepness and larger nonlinearity (e.g. Ak¿0:15), the model gives reasonable
results by using a limited number of vertical layers (i.e. four layers) in Example 2. It is
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found that reducing the number of vertical layers drastically decreases the computational
cost (see Table I). The models without the fully non-hydrostatic feature (e.g. non-hydrostatic
models with hydrostatic top-layer pressure assumption), however, need more vertical layers
(approximately 10–20 layers) to simulate correctly the free-surface �ow problems. In addition,
the horizontal resolutions for the four examples chosen in this study are approximately the
same as those of others e.g. [7, 8, 10, 11, 18], suggesting that no strong interplay between
horizontal and vertical resolutions occurs in model simulations.
Finally, the model is capable of simulating rotational �ow over the entire range of water

depths, and has the potential to be coupled with a turbulence closure scheme. In addition, the
algorithm could be parallelized because the 2DV problems decomposed from the 3D problem
are independent of each other. In this context, it is believed that the computational e�ciency
can be further improved. The model is currently extended to couple with a sophisticated
turbulent model with an aim to simulate large-scale circulations in lakes.
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